Abstract

Biometrics systems typically work best in settings where probe samples are captured in the same manner as the training set. When biometrics are acquired under different conditions or with different sensors, naive approaches to recognition perform poorly. Coupled mappings have been introduced for performing face recognition across different resolutions, and learn a common subspace between different domains. In this paper, we introduce Maximum-Margin Coupled Mappings (MMCM), which aims to learn projections such that there is a margin of separation between pairs of cross-domain data from the same class and pairs of cross-domain data from different classes. While coupled mapping techniques have traditionally been used for matching face images at different resolutions, we demonstrate that MMCM is effective for cross-sensor biometric matching as well.

1. Introduction

A large focus of machine learning research is to perform matching between a probe sample and a gallery set of data for tasks such as information retrieval and recognition. Oftentimes the probe will lie in the same domain as the gallery set, but this is not always the case. This is often the case in many biometrics applications. For example, in some face recognition applications, the gallery images are of high resolution whereas the probe images may be captured at a lower resolution. When the probe is not of the same domain as the gallery, traditional classification methods trained on the gallery will not characterize the query in a way that allows for a useful comparison to the gallery set. In cases where the query has a different feature representation, it may be impossible to use methods otherwise available for tasks in a single domain.

The approaches for handling data from disparate domains can depend on the particular task or goal trying to be achieved. Domain adaptation and transfer learning refer to methods that attempt to learn a mapping from one domain to the other. In contrast, coupled mappings focus on learning a subspace that is common to both domains. Additionally, this subspace can be low-dimensional, in which case coupled mapping formulations also perform dimensionality reduction with the assumption that the underlying data lies in a low-dimensional subspace that both domains can be mapped to.

This work introduces Maximum-Margin Coupled Mappings (MMCM), a new coupled mapping formulation inspired by large margin methods used in a single domain. The paper is structured as follows: Section 2 discusses similar work, particularly those related to coupled mappings. Section 3 provides the problem statement and how MMCM is designed to solve it. Section 4 shows empirical results on two biometrics tasks: low-resolution face recognition and cross-sensor ocular recognition. Section 5 concludes the paper.

2. Related Work

Domain adaptation and transfer learning methods have been used in a range of applications. It has grown in popularity in natural language processing [6], and has recently gained interest in computer vision tasks such as object detection and recognition [15, 17]. Pan & Yang provide a more thorough overview of the broader field [18].

There has also been work addressing cross-domain challenges in biometric applications. Early work by Hennings-Yeomans et al. performed super-resolution of faces for both reconstruction and recognition simultaneously [10]. Klare and Jain introduced a framework for heterogeneous face recognition using prototypes in multiple imaging modalities to compare different image representations [14]. Zuo et al. perform cross-spectral iris recognition by learning a predictive mapping function from the visible light spectrum to the near infrared channel [25].

Of particular interest to our work are other proposed methods of coupled mappings. As mentioned previously, coupled mappings aim to learn projections to a single subspace. Canonical Correlation Analysis (CCA) is a long-standing method that learns projections which maximize the correlation between two sets of data [11]. More recently,
Li et al. introduced two methods, one referred to as Coupled Mappings, and a more effective method called Coupled Locality Preserving Mappings (CLPM), which considered the local neighborhoods of data samples when learning projections [16]. Zhou et al. incorporated class labels into a coupled mapping objective function called Simultaneous Discriminant Analysis (SDA), and demonstrated a large improvement over CLPM [24]. Biswas et al. introduced a method based on multidimensional scaling that learns projections to a space such that distances between high and low-resolution face images approximate the distance between two corresponding high resolution images [2]. Finally, Kan et al. introduced Multi-view Discriminant Analysis (MvDA), a method to simultaneously learn sets of projections from any number of domains to a single common subspace [13].

With the exception of CCA, all the coupled mapping methods listed were introduced for face recognition. Much of the focus of coupled mapping is to leverage the information available in high-resolution face images to help recognize low-resolution face images. While this has traditionally been the goal of the previous coupled mapping methods, we intend to show the utility of these approaches in problems beyond face recognition.

Some coupled mapping techniques can be seen as extensions of single domain methods; for instance, the objective function of SDA is very similar to Linear Discriminant Analysis (LDA) [1]. Similarly, our work is inspired by Large Margin Nearest Neighbor (LMNN) classification [23]. The work learns a Mahalanobis distance such that same class pairs have a small distance while ensuring a margin between pairs of data from different classes. In Section 3, we discuss the relation of our work to LMNN.

3. Maximum-Margin Coupled Mappings

3.1. Problem Statement

In many scenarios, we have data samples from two different domains, $\mathcal{D}_A \in \mathbb{R}^\alpha$ and $\mathcal{D}_B \in \mathbb{R}^\beta$, which share a common set of labels $\mathcal{L} = \{l_1, l_2, ..., l_c\}$. If we are given $\mathbf{A} = \{a_1, a_2, ..., a_m\} \in \mathcal{D}_A$ and $\mathbf{B} = \{b_1, b_2, ..., b_n\} \in \mathcal{D}_B$, we want to be able to match samples from one domain to samples from the other. Defining a distance metric can be done simply enough when comparing data samples from the same domain, but it is often difficult to compare data across domains with different representations. To facilitate this, we can map data from both $\mathcal{D}_A$ and $\mathcal{D}_B$ into a common space, which we will denote $\mathcal{D}_Z \in \mathbb{R}^\gamma$. The goal is to then find functions $f_A : \mathcal{D}_A \rightarrow \mathcal{D}_Z$ and $f_B : \mathcal{D}_B \rightarrow \mathcal{D}_Z$. This paper introduces a method of learning linear projections, and therefore $f_a : \mathbf{P}_A a_i \rightarrow \hat{a}_i$ and $f_b : \mathbf{P}_B b_i \rightarrow \hat{b}_i$. $\mathbf{P}_A \in \mathbb{R}^{\alpha \times \gamma}$ projects the $\alpha$-dimensional data sample $a_i$ into a $\gamma$-dimensional subspace. Similarly, $\mathbf{P}_B \in \mathbb{R}^{\beta \times \gamma}$ projects the $\beta$-dimensional data sample $b_i$ into a $\gamma$-dimensional subspace. It is not necessary that $\alpha = \beta$ nor that $\alpha \neq \beta$. Once $\mathbf{A}$ and $\mathbf{B}$ are projected to $\mathbf{A} = \{\hat{a}_1, \hat{a}_2, ..., \hat{a}_m\} \in \mathcal{D}_Z$ and $\mathbf{B} = \{\hat{b}_1, \hat{b}_2, ..., \hat{b}_n\} \in \mathcal{D}_Z$, data samples between the two sets can be naturally compared. Any range of classifiers can be trained using both sets of data, or simple metrics such as Euclidean distance can be used to find the similarity between samples from the different domains.

When given class labels $\mathbf{Y}_A = \{y_{a1}, y_{a2}, ..., y_{am}\} \in \mathcal{L}$ and $\mathbf{Y}_B = \{y_{b1}, y_{b2}, ..., y_{bn}\} \in \mathcal{L}$, we want to find projections such that in general $d_{y_{ai} \neq y_{bj}}(\hat{a}_i, \hat{b}_j) < d_{y_{ai} = y_{bj}}(\hat{a}_i, \hat{b}_j)$, where $d(\cdot, \cdot)$ is some distance metric. In other words, given a data sample from $\mathcal{D}_A$ and data samples from $\mathcal{D}_B$, we want the sample from $\mathcal{D}_A$ to be closer to those data samples from $\mathcal{D}_B$ that share the same class label.

3.2. MMCM Formulation

Canonical Correlation Analysis (CCA) is one of the oldest and most popular methods proposed to capture the correlations between data from different domains. However, because CCA is an unsupervised method, it cannot take advantage of class label information that might be available while training. Supervised coupled mapping methods like SDA [24], CMFA [20], and the proposed MMCM algorithm on the other hand can take advantage of the available class label information. SDA and CMFA are linear projection learning methods which try to minimize the distance between data samples with the same label and maximize the average distance between data samples with different labels, but are not designed to guarantee an explicit margin of separation between a match pair and an impostor pair. Inspired by the success of large margin based distance learning methods [19, 23], we propose to learn coupled mapping projections in a margin based formulation.

MMCM aims to find linear projections with the largest margin between match pairs across domains and non-match pairs across those domains. While other formulations for coupled mapping have drawn inspiration from traditional linear projection techniques such as Principal Component Analysis [22], MMCM draws upon support vector machines (SVMs) and other margin maximizing methods for its formulation. In learning projection matrices $\mathbf{P}_A$ and $\mathbf{P}_B$, we aim to solve the following minimization problem:

$$
\min_{\mathbf{P}_A, \mathbf{P}_B} \lambda \frac{\sum_{i,j} d(a_i, b_j)}{|M|} + (1 - \lambda) \frac{\sum_{i,j} [1 + d(a_i, b_j) - d(a_i, b_j)_+]}{|V|}
$$

(1)

where $M = \{(i,j)|y_{ai} = y_{bj}\}$ and $V = \{(i,j,k)|y_{ai} = y_{bj}, y_{ai} \neq y_{bk}\}$ and $[x]_+$ represents the hinge loss, defined as $\max(0, x)$. While any distance function can be used, we choose to use the squared Euclidean distance to compare.
data samples, so we define
\[ d(a_i, b_j) = ||P^T_A a_i - P^T_B b_j||^2. \]

We can see in Eq. 1 that there are two terms: the first is a pull term that aims to project data samples from different domains close together when they share the same class label, and the second term is a push term that aims to keep projected data from different domains far apart when they do not share a class label. The second term is defined by both cross-domain match pairs and cross-domain impostor pairs. It penalizes cross-domain impostor pairs which lie closer to \( a_i \) than cross-domain matches by some margin. This margin is set to 1; it is well known in support vector machine (SVM) formulation that there is no loss of generality in setting the margin to 1. The push term uses a hinge loss; tuples in the set \( V \) that do not enter or cross that margin do not impact the computed objective value. \( \lambda \) is a parameter in the range \((0, 1)\) to determine the tradeoff between the two parts of the objective, and must be either set by a user or learned on a validation set.

3.3. Optimizing MMCM

It is important to first note that the objective function is not convex. Since solving the optimization problem can only guarantee finding a local minimum, it is important to initialize \( \mathbf{P}_A \) and \( \mathbf{P}_B \) with good estimates. This can include CCA or any other coupled mapping projections.

We choose to solve the optimization problem using gradient descent. Algorithm 1 gives an overview of the MMCM method. Keeping in mind that we use Euclidean distance in our optimization, the partial derivatives of the objective function \( J \) with respect to \( \mathbf{P}_A \) and \( \mathbf{P}_B \) are
\begin{align*}
\nabla_{\mathbf{P}_A} J & = 2\lambda \left( \sum_{M} (\mathbf{P}^T_A a_i - \mathbf{P}^T_B b_j) a_i^T \right) \\
& + 2(1 - \lambda) \sum_{V_+} \mathbf{P}^T_B (b_k - b_j) a_i^T \\

\nabla_{\mathbf{P}_B} J & = 2\lambda \left( \sum_{M} (\mathbf{P}^T_B b_j - \mathbf{P}^T_A a_i) b_j^T \right) \\
& + 2(1 - \lambda) \sum_{V_+} \mathbf{P}^T_B (b_j b_j^T - b_k b_k^T) \\
& + \mathbf{P}^T_A a_i (b_k^T - b_j^T)
\end{align*}

where \( V_+ \) represents the subset of \( V \) that has a non-zero hinge loss, based on \( \mathbf{P}_{A,t} \) and \( \mathbf{P}_{B,t} \), which are the learned projections at the \( t \)th iteration. We update \( \mathbf{P}_A \) and \( \mathbf{P}_B \) as follows,
\begin{align*}
\mathbf{P}_{A,t+1} & = \mathbf{P}_{A,t} - \eta_t \nabla_{\mathbf{P}_A} J_t \\
\mathbf{P}_{B,t+1} & = \mathbf{P}_{B,t} - \eta_t \nabla_{\mathbf{P}_B} J_t
\end{align*}

where \( \eta \) is the learning rate. We control the learning rate according to whether each update to \( \mathbf{P}_A \) and \( \mathbf{P}_B \) lowers the objective value; if the value is lower, then \( \eta_{t+1} = 1.1 \eta_t \); otherwise, we set \( \eta_t = .9 \eta_t \) and try updating \( \mathbf{P}_{A,t+1} \) and \( \mathbf{P}_{B,t+1} \) again. The gradient descent algorithm can continue indefinitely as \( \eta \to 0 \), so we halt the optimization after some number of iterations, or when \( \eta < \epsilon \). Empirically, we found \( \epsilon = 10^{-4} \) to be sufficient in our tests, with further iterations of the gradient descent algorithm having a very small impact on the projections in \( \mathbf{P}_A \) and \( \mathbf{P}_B \).

4. Experiments

In this section, we compare MMCM to other single-domain and cross-domain methods on two different tasks: cross-resolution face recognition and cross-sensor ocular recognition. We compare to LMNN using an implementation provided by the authors [23]. The other single-domain method used is LDA, a popular method for face recognition [1]. We compare to three cross-domain methods, CCA (implemented by Sun et al. [21]) and our own implementations of SDA [24] and CMFA [20]. Because the MMCM formulation is a non-convex optimization problem, it requires an initial estimate of the projections. In this work we initialize with projections learned by CCA, SDA, and CMFA. When MMCM_{CCA}, MMCM {SDA}, or MMCM_{CMFA} is written, it indicates that MMCM was initialized with projections learned with CCA, SDA, and CMFA, respectively.

4.1. Face Recognition

Low-resolution (LR) face recognition is an emerging research topic in biometrics. Methods for low-resolution face images have applications in long-distance recognition systems and systems that use low quality sensors, e.g. surveillance cameras. Methods that are successful in “ideal” face recognition.
recognition conditions fail at lower resolutions, due to the difficulty in getting texture information or accurate facial landmarks from such low-quality images. As an alternative to these standard approaches, many methods approach the problem by learning projections to a common subspace [2, 13, 20]. The assumption made in this approach is that when a LR query image is captured, the gallery will contain HR images. Under these conditions, the image can be matched by projecting the LR query image and the HR gallery to the same subspace.

4.1 Multi-PIE

We demonstrate the usefulness of MMCM for cross-resolution face recognition on the Multi-PIE (Pose, Illumination, and Expression) database [8]. The Multi-PIE database contains over 750,000 images of a total of 337 subjects, with a wide variety of appearance available for each subject. We use a subset of 158 subjects for which human-labeled eye centers used for image registration are available. The human-labelled landmarks allow faces to be cropped so images contain only the face, and allows the eyes to be in a fixed location. We also restrict the images to come from a single acquisition session. We use images from 3 poses (yaw = −15°, 0°, and 15°) and include 2 expressions, neutral and smiling. Images are captured with illuminations from 20 different directions, for a total of 120 images per subject, and a total of 18,960 images.

The training protocol in this work is to select a random subset of 4 images from each subject to use as training. HR images are resized to be 24 × 24. This is mainly for two reasons. First, Hennings-Yeomans et al. observed that rank-1 identification rates did not improve significantly for the Multi-PIE dataset when using images larger than 24 × 24 [10]. Second, this size keeps the computational complexity manageable while allowing for an investigation of various coupled mapping methods.

MMCM is able to outperform all tested coupled mapping methods, with a rank 1 identification rate of over 80%. Unlike SDA and CMFA, which achieve similar results, MMCM aims to learn projections so that images from different classes are separated by a large margin, whereas SDA and CMFA optimize projections based on the average distance between pairs of data points.

The results also show that MMCM can improve on any of the tested coupled mapping methods for the application. The performance gain is most dramatic when applied to CCA - almost a 10% increase in the rank 1 identification rate. The performance gain is less pronounced when starting with SDA and CMFA, but this could be because these methods are already getting most of the valuable discriminative information from the data. The improvement for MMCM with any initialization is very large relative to the standard deviations of the rank 1 identification rates (~0.11%), so we can see that the improvement from MMCM is statistically significant with any initialization method.

Table 1 shows the rank 1 identification rates and Figure 2 shows the cumulative match characteristic curves (CMC), which represent how many probe images return a match within the first n matches. The 10 trials comprise over 180,000 tests of a single probe image, so the rank 1 identification rates have a standard deviation of approximately 0.11%.

The single-domain methods, LDA and LMNN, learn projections on LR images, and subsequently match the LR probe set to the LR gallery. While they perform better than the unsupervised CCA, they do not do as well as the supervised coupled mapping approaches. By leveraging class labels when learning projections, SDA and CMFA can more effectively learn the relation between images of different resolutions. SDA also outperforms LMNN and LDA, which cannot utilize the information available at the higher resolution.
Table 1. Rank 1 identification rates on Multi-PIE face recognition task. Results are the averages of 10 trials. $\Delta$ indicates the improvement using MMCM versus the initial estimated projections.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank-1 ID (%)</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMNN</td>
<td>70.49</td>
<td>–</td>
</tr>
<tr>
<td>LDA</td>
<td>71.33</td>
<td>–</td>
</tr>
<tr>
<td>CCA</td>
<td>63.67</td>
<td>–</td>
</tr>
<tr>
<td>MMCM$_{CCA}$</td>
<td>73.23</td>
<td>+9.56</td>
</tr>
<tr>
<td>SDA</td>
<td>76.41</td>
<td>–</td>
</tr>
<tr>
<td>MMCM$_{SDA}$</td>
<td>79.94</td>
<td>+3.53</td>
</tr>
<tr>
<td>CMFA</td>
<td>76.93</td>
<td>–</td>
</tr>
<tr>
<td>MMCM$_{CMFA}$</td>
<td>80.05</td>
<td>+3.12</td>
</tr>
</tbody>
</table>

Figure 2. Cumulative match curves for Multi-PIE face recognition

4.1.2 SCface

One of the drawbacks of Multi-PIE is that there are no true LR images; the LR images are simply generated from a higher resolution. The SCface database [7] contains surveillance camera images of 130 subjects at different distances from the sensor, resulting in images of different resolutions. We use a subset of SCface consisting of 10 images per subject: 5 different visible light sensors capturing the subject at the second closest distance (HR), and the same sensors capturing the subject at the closest distance (LR). After cropping and aligning the images, the HR images are downsampled to $30 \times 24$, and the LR images are downsampled $15 \times 12$. Downsampling the images reduces overfitting of the projections due to the lack of training data, and a similar resolution to Multi-PIE allows for comparison of the two datasets. Figure 3 shows the 10 images for a single subject, and also illustrates the small differences in pose and appearance across the different sensors. Out-of-plane rotation of the face is also present, making face alignment less exact. All of these factors make the dataset very challenging.

We follow the same procedure as the Multi-PIE experiments. 4 sensors are chosen for each subject to be the training set, and the HR images become the gallery for matching the 130 probe images, which are comprised of the remaining sensor per subject. Results shown are with 129 projections. We chose parameters for both MMCM and the baselines that were learned on the Multi-PIE dataset.

Overall, the rank 1 rates are much lower compared to the Multi-PIE experiment due to the challenges posed in the SCface database. Still, there are similar trends as the Multi-PIE task, and MMCM outperforms the other coupled mapping baselines and the single-domain methods. Over 10 trials, there are 1,300 probe images tested, so the standard deviation of the rank 1 rates is approximately 1.39%, and the improvement seen with MMCM is once again statistically significant.

Table 2. Rank 1 identification rates on SCface face recognition task. Results are the averages of 10 trials. $\Delta$ indicates the improvement using MMCM versus the initial estimated projections.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank-1 ID (%)</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMNN</td>
<td>31.62</td>
<td>–</td>
</tr>
<tr>
<td>LDA</td>
<td>22.85</td>
<td>–</td>
</tr>
<tr>
<td>CCA</td>
<td>19.77</td>
<td>–</td>
</tr>
<tr>
<td>MMCM$_{CCA}$</td>
<td>29.77</td>
<td>+10.00</td>
</tr>
<tr>
<td>SDA</td>
<td>35.08</td>
<td>–</td>
</tr>
<tr>
<td>MMCM$_{SDA}$</td>
<td>39.92</td>
<td>+4.84</td>
</tr>
<tr>
<td>CMFA</td>
<td>33.77</td>
<td>–</td>
</tr>
<tr>
<td>MMCM$_{CMFA}$</td>
<td>37.77</td>
<td>+4.00</td>
</tr>
</tbody>
</table>

4.2. Ocular Recognition

Iris recognition is an increasingly popular technique for security applications. Iris cameras typically capture an infrared image of the eye and the surrounding region. After the image is captured, the iris is segmented and recognition can be performed [5]. While the accuracy of such methods can be very high, it has been shown that using the region surrounding the iris can produce higher recognition rates in challenging conditions [3]. Additionally, traditional iris recognition methods require high resolution im-
The testing procedure is similar to that in Section 4.1. The dataset consists of 164 different ocular regions, and two LG 4000 images and two CFAIRS images are selected for each region to learn projections and also serve as the gallery sets. The other images become two different probe sets, one comprised of the remaining LG 4000 images, and one comprised of the remaining CFAIRS images. Once the projections are learned, two tests are performed: one matching the CFAIRS probe set to the LG 4000 gallery images, and one matching the LG 4000 probe set to the CFAIRS gallery images. As in the face recognition tests, this procedure is repeated 10 times with randomly selected gallery sets. Unlike face recognition across different resolutions, this cross-sensor matching includes two domains with the same dimensionality. This allows for training of single domain methods such as LMNN and LDA by simply pooling the LG 4000 and CFAIRS training images together for a total of 4 training images per ocular region. The matching protocol does not change; the only images included in the gallery are those not belonging to the sensor that produced the probe set.

We compare MMCM’s performance on cross-sensor ocular recognition at two different resolutions: learning 107 projections at $9 \times 12$ resolution, and learning 163 projections at $18 \times 24$ resolution. The rank 1 identification rates for all tests are shown in Table 3, and CMCs for the $9 \times 12$ resolution are shown in Figure 5. The standard deviations of the rank 1 identification rates are approximately 0.45% and 0.33% for the LG 4000 and CFAIRS probe sets, respectively. The trends for the ocular cross-sensor tests are similar to those seen in the cross-resolution face matching. Again the coupled mappings outperform the single-domain methods, and the supervised coupled mappings outperform CCA. MMCM once again achieves statistically significant improvements ($>3$ standard deviations) over its initializations. Also, not surprisingly, the $18 \times 24$ probe images yield higher recognition rates than $9 \times 12$ probe images.

### Discussion

MMCM is a non-convex formulation for learning coupled mapping projections. In the two different tasks, we see that MMCM initialized with either CCA, SDA, or CMFA is able to find more discriminative projections. This is evident from the improved performance in those tasks. It is also important to note that MMCM will produce different projections depending on the initialization. The performance gains for each initialization is therefore derived from applying the large margin method in the local parameter space.

Another factor affecting the performance is the $\lambda$ parameter weighing the pull and the push terms. As Figure 6 shows, the performance is not very sensitive to a particular value of $\lambda$, but instead degrades slowly from an optimal point. The consistent performance across the range of $\lambda$ also

![Figure 4. Example ocular images used for matching, after images are aligned according to eye corners. The top row shows images from the LG 4000 sensor, while the bottom row shows images from the CFAIRS sensor. The left 2 columns are authentic pairs of images from a single subject, and the right 2 columns are authentic pairs from a second subject.](image_url)
Figure 5. Cumulative match curves for ocular recognition

Figure 6. Performance on face and ocular recognition with varying $\lambda$. The solid line represents accuracy obtained with MMCM, while the dashed line represents the accuracy of the projections (learned via SDA) used to initialize MMCM. Ocular results are at $9 \times 12$ resolution.

5. Conclusions

This work has two primary contributions. First, it introduces a new method of learning coupled mappings for cross-domain matching, which aims to maximize the margin between match pairs and impostor pairs. Second, it demonstrates that coupled mappings can be used on tasks beyond low resolution face recognition, typically the focus of such methods. The effectiveness of MMCM is demonstrated on two different tasks and shows that it can learn more discriminative projections compared to other coupled mapping projection learning algorithms.
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